
Axial interfacial area transport of vertical bubbly ¯ows

Takashi Hibiki a, Mamoru Ishii b,*, Zheng Xiao b

a Department of Nuclear Energy Science, Research Reactor Institute, Kyoto University, Kumatori-cho, Sennan-gun,

Osaka 590-0494, Japan
b School of Nuclear Engineering, Purdue University, West Lafayette, IN 47907-1290, USA

Received 14 January 2000; accepted 11 July 2000

Abstract

Recently, the concept of the interfacial area transport equation has been proposed to develop the constitutive relation

on the interfacial area concentration in relation to the modeling of the interfacial transfer terms in the two-¯uid model.

Accurate data sets on axial development of local ¯ow parameters such as void fraction, interfacial area concentration,

interfacial and liquid velocities and turbulence intensity are indispensable to verify the modeled source and sink terms in

the interfacial area transport equation. From this point of view, local ¯ow measurements of vertical upward air±water

¯ows in a round tube with an inner diameter of 50.8 mm were performed at three axial locations of z=D � 6:00, 30.3 and

53.5 as well as 15 radial locations from r=R � 0±0.95 by using the double-sensor probe and the hot®lm probe. In the

experiment, the super®cial liquid velocity and the void fraction ranged from 0.491 to 5.00 m/s and from 4.90% to 44.2%,

respectively. The ¯ow condition covered extensive region of bubbly ¯ows including ®nely dispersed bubbly ¯ow as well

as bubbly-to-slug transition ¯ow. The combined data from the double-sensor probe and the hot®lm probe give near

complete information on the time averaged local hydrodynamic parameters of two-phase ¯ow. This data can be used

for the development of reliable constitutive relations which re¯ect the true transfer mechanisms in two-phase

¯ow. Ó 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

In the past 25 years, signi®cant developments in the

two-phase ¯ow formulation have been accomplished by

the introduction of the drift ¯ux model and the two-¯uid

model. In the present state-of-the-art, the two-¯uid

model is the most detailed and accurate macroscopic

formulation of the thermo-¯uid dynamics of two-phase

systems. In the two-¯uid model, the ®eld equations are

expressed by the six conservation equations consisting of

mass, momentum and energy equations for each phase.

Since these ®eld equations are obtained from an ap-

propriate averaging of local instantaneous balance

equations, the phasic interaction term appears in each of

the averaged balance equations. These terms represent

the mass, momentum and energy transfers through the

interface between the phases. The existence of the in-

terfacial transfer terms is one of the most important

characteristics of the two-¯uid model formulation.

These terms determine the rate of phase changes and the

degree of mechanical and thermal non-equilibrium be-

tween phases, thus they are the essential closure relations

which should be modeled accurately. However, because

of considerable di�culties in terms of measurements and

modeling, reliable and accurate closure relations for the

interfacial transfer terms are not fully developed.

A detailed mathematical analysis as well as physical

insight indicate that the interfacial transfer terms are

proportional to the interfacial area concentration and

driving force for that particular transfer [1]. The inter-

facial area concentration is the available interfacial area

per unit volume of a mixture, and, therefore represents

the geometrical e�ects of the interfacial structure,
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whereas the driving force represents the physical force

which induces that transfer. The interfacial area con-

centration is unique to two-phase ¯ow and require

special attention. In view of its great importance to two-

¯uid model, the interfacial area concentration has been

studied intensively in the past 10 years. Recently, the

introduction of the interfacial area transport equation

has been recommended to improve the two-¯uid model

[2,3]. It can replace the traditional ¯ow regime maps and

regime transition criteria. The changes in the two-phase

¯ow structure are predicted mechanistically by intro-

ducing the interfacial area transport equation. The ef-

fects of the boundary conditions and ¯ow development

are e�ciently modeled by this transport equation. Thus

a successful development of the interfacial area trans-

port equation can make a quantum improvement in the

two-¯uid model formulation. A research strategy to

accomplish the development of the interfacial area

transport equation would be classi®ed into the following

sub-divided ®ve projects, namely: (1) the formulation of

the interfacial area transport equation, (2) the develop-

ment of measurement techniques for local ¯ow param-

eters, (3) the construction of a data base, (4) the

modeling of sink and source terms in the interfacial area

transport equation, and (5) the improvement of thermal

hydraulic system analysis code by introducing the in-

terfacial area transport equation.

As for (1), Kocamustafaogullari and Ishii [4] for-

mulated a one-dimensional transport equation for

predicting the average bubble number density by con-

sidering a boiling channel with a constant cross-

sectional area. Reyes [5] developed a particle number

density transport equation for chemically non-reacting,

dispersed spherical ¯uid particles from a population

balance approach. For the purpose to take account of

interfacial area transport, Kocamustafaogullari and

Nomenclature

ai interfacial area concentration

D pipe diameter

DB bubble diameter

DSm Sauter mean diameter

Eo E�otv�os number ( º gDqDB
2/r)

f sampling frequency

g gravitational acceleration

I(x0) correction factor

jg super®cial gas velocity

jf super®cial liquid velocity

L pipe length

Nt number of bubbles which pass the point per

unit time

P pressure

R tube radius

Re Reynolds number (ºqjD/l)

r radial coordinate

Sj source or sink terms in the interfacial area

concentration due to bubble breakup or

coalescence, respectively

Sph source or sink term in the interfacial area

concentration due to phase change

t time

Vgj drift velocity

vg interfacial velocity

vg
! average local interfacial velocity weighted

by the bubble number

vf liquid velocity

v0f liquid turbulence ¯uctuation

vsz passing velocity of jth interface through

the double sensor probe in mean ¯ow

direction

z z-coordinate

Greek symbols

a void fraction

b volumetric ¯ow rate quality de®ned by

hjg;0i=�hjg;0i � hjfi)
Dq density di�erence

l viscocity

dB distinguishable liquid-layer thickness

between bubbles by double sensor probe

n interfacial area change due to bubble

coalescence or breakup

r interfacial tension

rz root mean square of ¯uctuations of

z-component interfacial velocity

s minimum response time of the circuit

w factor depending on the shape of a bubble

(1/36p for a spherical bubble)

x0 maximum angle between velocity vector of

jth interface and mean ¯ow direction vector

Subscripts

0 inlet

B small bubble

C cap bubble

eq equilibrium state

HF measured by hot®lm anemometer

max maximum value

MGM measured by a magnetic ¯ow meter

Probe measured by a double sensor probe

Mathematical symbols

hi area averaged quantity

hhii void fraction weighted cross-sectional area

averaged quantity

hhiia interfacial area concentration weighted

cross-sectional area averaged quantity

)t time average
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Ishii [6] generalized ReyesÕs model, then taking a mo-

ment of number density with interfacial area, they

obtained the interfacial area transport equation based

on statistical mechanics. Recently, Ishii et al. [7] pro-

posed the general approach to treat the bubbles in two

groups: the spherical/distorted bubble group and the

cap/slug bubble group, resulting in two bubble number

density transport equations that involve the inner and

inter group interactions. Morel et al. [8] also derived

local volumetric interfacial area transport equation

from geometrical considerations. As for (2), a theoret-

ical study carried out at Argonne National Laboratory

by Kataoka and Ishii [9] showed that the local time

averaged interfacial area concentration could be

uniquely related to the harmonic mean of the inter-

facial velocity. This opened up a way to measure the

interfacial area directly through the velocity measure-

ment. Using the theoretically supported method, dou-

ble-sensor and multi-sensor probes were developed to

measure local void fraction, interfacial area concen-

tration, and interfacial velocity [10±13]. Kalkach-Nav-

arro [14] also conducted local measurements by the

double-sensor probe with a theoretical model derived

from the assumptions that the bubbles were spherical

and that their size could be represented by a bubble size

probability distribution function [15]. Such methods

have been improved continuously [16±20]. On the other

hand, hot®lm anemometry has been applied to measure

local liquid velocity and turbulence intensity [17,21±24].

As for (3), continuous e�orts have been made to con-

struct rigorous data base [17,25±32]. As for (4), the

preliminary modeling of sink and source terms was

performed for the development of the one-group in-

terfacial area transport equation [33,34] and two-group

interfacial area transport equations [35]. As for (5), a

new method was tested for describing interfacial

transport processes based on the explicit modeling of

interfacial area concentration and its evolution in time

and space [36].

In the present state of the art, scarce rigorous data

base would be the weakest point in the development of

the interfacial area transport equation. From this point

of view, the authors already measured axial develop-

ment of local ¯ow parameters such as void fraction,

interfacial area concentration, interfacial and liquid

velocities and turbulence intensity for vertical upward

air±water ¯ows in round tubes with inner diameters of

25.4 and 50.8 mm. In the experiment using the 25.4 mm-

diameter tube, the super®cial liquid velocity and the void

fraction ranged from 0.292 to 3.49 m/s and from 1.83%

to 26.8%, respectively [32]. In the experiment using the

50.8 mm-diameter tube, the measurement was per-

formed for relatively low super®cial liquid velocity

(0.600 m/s �1.30 m/s) and void fraction (2.17±8.43%)

[17]. In relation to the construction of the data base, this

study focuses on local measurements of vertical upward

air±water ¯ows in a round tube with an inner diameter

of 50.8 mm over an extensive ¯ow condition. The

measurements were performed at three axial locations of

z=D � 6:00, 30.3 and 53.5 as well as ®fteen radial loca-

tions from r=R � 0±0.95 by using the double-sensor

probe and the hot®lm probe. In the present experiment,

the super®cial liquid velocity and the void fraction

ranged from 0.491 to 5.00 m/s and from 4.90% to 44.2%,

respectively. The ¯ow condition covered extensive re-

gion of bubbly ¯ows including ®nely dispersed bubbly

¯ow as well as bubbly-to-slug transition ¯ow. The

combined data from the double-sensor probe and the

hot®lm probe give near complete information on the

time averaged local hydrodynamic parameters of two-

phase ¯ow. This data can be used for the development of

reliable constitutive relations which re¯ect the true

transfer mechanisms in two-phase ¯ow.

2. Experimental

2.1. Double sensor probe methodology

Local ¯ow parameters such as void fraction, interfacial

area concentration, interfacial velocity and bubble di-

ameter were measured by a double sensor probe. The

double sensor probe was used basically as a phase iden-

ti®er of the two-phase mixture. The double sensor probe

consisted of two sensors made of platinum±rhodium

(13% Rh) wire with a diameter of 0.127 mm. The two

wires were adjusted for typical distance of approximately

2±3 mm in the length wise direction and were aligned in

the axial direction. The information to be recorded from

each signal were the number of bubbles that had hit the

sensor, the time that the sensor was exposed to the gas

phase, and the relative time between the bubble hitting

the upstream and downstream sensor. The time-averaged

interfacial velocity, vg, was calculated by taking into ac-

count the distance between the tips of the upstream and

downstream sensor and the time di�erence between the

upstream and downstream signal. The time-averaged

void fraction, a, was simply the accumulated time the

sensor was exposed to the gas phase divided by the total

sampling time of the sensor. It has been shown mathe-

matically that the interfacial area concentration, ai,

equals the harmonic mean of the interfacial velocity. The

theoretical base of this measurement technique was given

by Kataoka and Ishii [9]. Recently, the basic equation

has been improved by Hibiki and Ishii [17]. The follow-

ing equation can be derived based on the assumptions

that: (i) the number of measured interfaces is large, (ii)

interfacial velocity is statistically independent of the an-

gle between mean ¯ow direction (z-direction) and normal

direction of jth interface, (iii) the interfaces are composed

of spherical bubbles, (iv) the probe passes every part of

a bubble with an equal probability and (v) transverse
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direction (x- or y-direction) components of interfacial

velocity are random [17].

ai � 2Nt
1

t

vsz
!��� ��� I�x0�; I�x0� � x3

0

3�x3
0 ÿ sin x0� ; �1�

where Nt, vsz, and x0 denote the number of bubbles

which pass the point per unit time, the passing velocity

of the jth interface through the double sensor probe in

the z-direction, and the maximum angle between the

velocity vector of the jth interface and z-direction vector,

respectively. The relationship between the maximum

angle and the interfacial velocity can be derived based

on the assumption that the root mean square of the

¯uctuations of the z-component interfacial velocity, rz,

is equal to that of the root mean square of the x- and

y-component velocity ¯uctuations.

3

2x2
0

1

�
ÿ sin 2x0

2x0

�
� 1ÿ �r2

z=~vsz
t2�

1� 3�r2
z=j~vszjt

2

�
; �2�

The maximum angle, x0, can be calculated by Eq. (2)

with measured rz and ~vsz
t
. The interfacial area concen-

tration can be calculated from the number of bubbles

which pass the point per unit time, and the interfa-

cial velocity with Eqs. (1) and (2). The Sauter mean

diameter, DSm, can be expressed as a function of the

time-averaged interfacial area concentration and void

fraction, namely DSm � 6a=ai:
In the strict sense, the assumption of spherical bubbles

may not be valid for any bubbly ¯ow systems. Bubble

shapes in the present experiment may be ellipsoidal with

wobbling interfaces. However, it is considered that the

assumption of spherical bubbles would practically work

for the interfacial area concentration measurement on

the following grounds. The area averaged interfacial

area concentrations measured by the double sensor

probe method were compared with those measured by a

photographic method in relatively low void fraction

(hai6 8%) and wide super®cial liquid velocity (0.262 m/s

6 hjfi6 3.49 m/s) conditions where the photographic

method could be applied [17]. As shown in a ®gure at the

upper right of Fig. 1, good agreement was obtained

between them within the relative deviation of 6.95%. In

addition to this, when a spherical bubble is transformed

into an ellipsoidal bubble with the aspect ratio of 2, the

resulting increase of the interfacial area is estimated

mathematically to be less than 10% [37].

Fig. 1. Veri®cation of the double sensor probe and hot ®lm probe methods with other calibration methods.
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As for the assumption of isotropic turbulence, the

study carried out by Hilgert and Hofmann [38] for

bubbly ¯ow in a vertical pipe using the ultrasonic

Doppler technique has shown that the magnitude of the

axial component of the root mean squares of bubble

velocity ¯uctuation was nearly equal to the transverse

components of the root mean squares of the ¯uctuations

of bubble velocity at low super®cial gas velocities. Sev-

eral researches on the interfacial area measurement have

been performed by the double sensor probe method

based on the assumption of spherical bubbles [9±

12,14,16,17,19,25,27±32]. However, it is considered that

future studies should focus on rigorous formulation of

the interfacial area concentration taking account of the

bubble shape with deformed interface, and measurement

of local liquid turbulence over wide range of ¯ow con-

ditions.

Using a fast A/D converter Metrabyte DAS-20 board

and an IBM/PC-XT computer, local ¯ow measurements

were conducted in a data acquisition program. The

acquisition board has a maximum sampling rate of

100 000 cycles per second. For the data sets measured

with the double sensor probe, a minimum of 2000

bubbles were sampled to maintain similar statistics be-

tween the di�erent combinations of gas ¯ow rates.

Here, in the void fraction measurement at bubbly-to-

slug ¯ow transition, bubbles were separated into either

a cap bubble or a small bubble based on the double-

sensor probe signals [30,32]. The determination whether

detected bubbles were cap bubbles was performed based

upon the chord length of bubbles. According to CliftÕs
shape regime map for bubbles [39], the boundary be-

tween ellipsoidal and spherical-cap bubbles is given by

Eo �� gDqD2
B=r� � 40, which corresponds to the bub-

ble diameter of 17.2 mm in an air±water system at 20°C.

In the present experiment, when local bubble chord

length exceeded 20 mm, bubbles were considered as cap

bubbles. Thus, the void fraction for each category was

obtained by the double sensor probe separately. It

should be noted here that the signals for cap bubbles

were not acquired in the measurement of the interfacial

area concentration as well as the Sauter mean diameter

but the void fraction. The Sauter mean diameter in the

high void fraction region where cap bubbles appeared

was calculated from DSm � 6a=ai � 6a=�ai ÿ ai;C�, since

the contribution of cap bubbles to total interfacial area

concentration would be relatively small (see Appendix

A); for example, ai;C=ai � 3:45% for aC=a � 0:5 and

DC=DB � 10 [32]. Therefore, it is expected that even

data taken at the bubbly-to-slug transition ¯ow would

be used for evaluation of modeled sink and source

terms in one-group interfacial area transport equation

as well as two-group interfacial area transport equa-

tions [32].

In the measurement using the double sensor probe,

the distinguishable liquid-layer thickness between bub-

bles, dB, may be roughly estimated by the interfacial

velocity, vg, the sampling frequency, f, and the minimum

response time of the circuit, s, that is dB � max�vg=f ;
vg � s�. In the present data acquisition system, the dis-

tinguishable liquid-layer thickness between bubbles is

roughly estimated to be 0.3 mm. Therefore, the double

sensor probe may not distinguish each bubble in a large

bubble cluster consisted of a cap bubble and small

bubbles at the bubbly-to-slug ¯ow transition boundary,

when they are tightly packed. The double sensor probe

methodology was detailed in the previous paper

[12,17,32,37].

It should be noted here that the double sensor

probe method may not work in the vicinity of a wall.

The presence of the wall does not allow a bubble to

pass the probe randomly as in the other positions in

the pipe. This fact will cause a measurement error in

the interfacial area concentration, interfacial velocity

and Sauter mean diameter. The range where the

double sensor probe method can work may be

roughly estimated as 06 r=R6 1ÿ DB=D. In this ex-

periment (D � 50:8 mm), the e�ective range of the

double sensor probe is 06 r=R6 0:92 or 06 r=R
6 0:96 for DB � 4 or 2 mm, respectively. The detailed

discussion was given by Kalkach-Navarro et al. [14].

2.2. Hot®lm anemometer methodology

Local ¯ow parameters such as liquid velocity, vf , and

liquid velocity ¯uctuation, v0f , in a two-phase ¯ow were

measured by using a hot®lm anemometer system

FLOWPOINT, which TSI Incorporated developed for

liquid velocity and turbulence intensity measurements

in a single-phase ¯ow. The FLOWPOINT system is a

fully-integrated, thermal anemometer-based system that

measures the local ¯uid velocity and local ¯uid tem-

perature. The probe used in this experiment was the

TSI Model 1264 AW designed with a conical tip. The

tip had a sensor diameter of 1.27 mm and a sensor

length of 1 mm. The hot®lm probe was calibrated with

an electromagnetic ¯ow meter. In order to obtain the

liquid velocity representative of the ¯ow, it was nec-

essary to ®lter out the voltage depressions and spikes

due to the bubbles hitting and passing the probe. The

voltage spikes were removed from the signal using

threshold and maximum slope schemes [17,24,40]. Af-

ter the bubbles were removed from the signal, the

voltages from the hot®lm probe was converted to ve-

locities using the calibration curve and the statistical

parameters identifying the turbulent ¯ow was calcu-

lated. In this experiment, a sampling rate was set at

either 5000 or 10 000 cycles per second in accordance

with a liquid velocity. In this study, the turbulence

intensity was de®ned by v0f=vf ;max. The hot®lm ane-

mometer methodology was detailed in the previous

paper [17,32,40].
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2.3. Two-phase ¯ow experiment

The two-phase ¯ow experiment was performed by

using a ¯ow loop installed at Thermal-Hydraulics and

Reactor Safety Laboratory in Purdue University. Fig. 2

shows the schematic diagram of a two-phase ¯ow loop.

The test section was a round tube made of an acrylic

resin. Its inner diameter and length were 50.8 and 3061

mm, respectively, and L/D of the test section was 60.3.

Air was supplied by a compressor and was introduced

into a mixing chamber through a porous media with the

pore size of 40 lm. The air and puri®ed water were

mixed in the mixing chamber and the mixture ¯owed

upwards through the test section. After ¯owing through

the test section, the air was released into the atmosphere

through a separator, while the water was circulated by a

centrifugal pump. The ¯ow rates of the air and water

were measured with a rotameter and a magnetic ¯ow

meter, respectively. The loop temperature was kept at a

constant temperature (20°C) within the deviation of

�0.2°C by a heat exchanger installed in a water reser-

voir. The local ¯ow measurements using the double

sensor and hot®lm probes were performed at three axial

locations of z=D � 6:00, 30.3, and 53.5 and 15 radial

locations from r=R � 0 to 0.95. A c-densitometer was

installed at z=D � 35:0 in the loop to measure the area

averaged void fraction. The pressure measurements were

also conducted by Bourdon-tube pressure gauges at

above three measuring stations. The area averaged

super®cial liquid velocities, hjfi, and the area averaged

super®cial gas velocities at the inlet, hjg;0i, in this ex-

periment are tabulated in Table 1. The ¯ow conditions

covered most of a bubbly ¯ow region, including ®nely

dispersed bubbly ¯ow and bubbly-to-slug transition ¯ow

regions. The area averaged super®cial gas velocities were

roughly determined so as to provide the same area av-

eraged void fractions among di�erent conditions of su-

per®cial liquid velocity, namely haz=D�53:5i � 5; 10; 20,

and 25%. For hjfi � 5:00 m/s, additional experiments

were performed for ¯ow conditions with void fractions

of 35% and 44%, corresponding to the ®nely-dispersed

bubbly ¯ow condition. It should be noted here that void

fraction increased along the axial direction on the order

of 20±40% between z=D � 6:00 and 53.5 in the present

experimental conditions due to the pressure reduction.

This led to a continuous developing ¯ow along the ¯ow

direction.

Generally, a void distribution depends on an initial

condition (bubble size, generation method and mixing

condition), a ¯ow condition (¯ow rates and physical

properties), and a test section condition (geometry and

wall surface) [10,25,41]. Among them, the conditions

except for the initial condition was the same in this

experiment. Although sophisticated experiments con-

trolling the initial condition were performed [10,25,41],

the initial condition was not controlled in this experi-

ment, resulting in the change of the initial bubble size

with the ¯ow condition. Fig. 3 shows the dependence of

the initial bubble size measured at z=D � 6:00 on the

inlet void fraction obtained from the extrapolation of

the axial change in the void fraction, or the super®cial

liquid velocity. The initial bubble size increased with

increasing the gas ¯ow rate, whereas it decreased with

increasing the liquid ¯ow rate. The increase in the gas

Fig. 2. Schematic diagram of experimental loop.
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¯ow rate would enhance the bubble coalescence due to

the collision of bubbles, resulting in the increase of the

initial bubble size. On the other hand, the increase in

the liquid ¯ow rate would enhance the bubble breakup

due to the liquid turbulence, resulting in the decrease of

the initial bubble size. However, the e�ect of the liquid

¯ow rate on the initial bubble size was not pronounced

for hjfi6 2 m/s, where the liquid turbulence might not

be large enough to disintegrate the bubbles. In this

experiment, bubbles with the size of about 3 and 2 mm

were generated at the inlet for hjfi6 2 m/s and hjfi � 5

m/s, respectively.

In order to verify the accuracy of local measurements,

the area averaged quantities obtained by integrating the

local ¯ow parameters over the ¯ow channel were com-

pared with those measured by other cross-calibration

methods such as the c-densitometer for void fraction,

the photographic method for interfacial area concen-

tration, the rotameter for super®cial gas velocity, and

the magnetic ¯ow meter for super®cial liquid velocity.

Table 1

Flow conditions in this experimenta

Symbols d m n . r *

hjfi (m/s) hjg;0i (m/s) hjg;0i (m/s) hjg;0i (m/s) hjg;0i (m/s) hjg;0i (m/s) hjg;0i (m/s)

0.491 0.0275 0.0556 0.129 0.190 N/A N/A

Ref � 2:48� 104

�haz=D�53:5i �%�� (4.90) (9.20) (19.2) (25.9)

�Reg;0� (89.6) (181) (420) (619)

0.986 0.0473 0.113 0.242 0.321b N/A N/A

Ref � 4:99� 104

�haz=D�53:5i �%�� (5.12) (10.8) (20.3) (23.1)

�Reg;0� (154) (368) (788) (1050)

2.01 0.103 0.226 0.471b 0.624b N/A N/A

Ref � 1:02� 105

�haz=D�53:5i �%�� (5.68) (10.8) (18.3) (22.8)

�Reg;0� (335) (736) (1530) (2030)

5.00 0.245 0.518 1.11b 1.79b 2.87b 3.90b

Ref � 2:53� 105

�haz=D�53:5i �%�� (5.41) (10.6) (20.0) (28.1) (36.6) (44.2)

�Reg;0� (798) (1690) (3610) (5830) (9350) (12 700)

a Values in the parentheses mean the void fractions in % measured at z/D� 53.5. Valued in the double parentheses mean the Reynolds

number of gas phase at the inlet.
b Cap bubbles were observed in these ¯ow conditions.

N/A� not available.

Fig. 3. Dependence of initial bubble size on super®cial gas and liquid velocities.
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Area averaged super®cial gas velocity was obtained

from local void fraction and gas velocity measured by

the double sensor probe, whereas area averaged super-

®cial liquid velocity was obtained from local void frac-

tion measured by the double sensor probe and local

liquid velocity measured by hot®lm anemometry. As

shown in Fig. 1, good agreements were obtained

between the area averaged void fraction, interfacial area

concentration, super®cial gas velocity and super®cial

liquid velocity obtained from the local measurements

and those measured by the c-densitometer, the photo-

graphic method, the rotameter and the magnetic ¯ow

meter within the error of 5.74%, 6.95%, 12.4%, and

5.19%, respectively. It should be noted here that the

cross-calibration experiment using the photographic

method was performed in an experimental loop con-

sisted of a round tube with an inner diameter of 25.4 mm

[12]. The photographic method might not be applicable

to a relatively high void fraction region particularly in a

larger diameter pipe, since the decrease in the ratio of

the bubble diameter to the tube diameter would enhance

the possibility of a bubble overlapping.

3. Results and discussion

3.1. Local ¯ow parameters

3.1.1. Void fraction

Fig. 4 shows the behavior of void fraction pro®les

measured at z=D � 6:00 (upper ®gures) and 53.5 (lower

®gures) in this experiment. The meanings of the symbols

in Fig. 4 are found in Table 1. Serizawa and Kataoka

[42] classi®ed the phase distribution pattern into four

basic types of distributions, that is, ``wall peak'' (for

example, hjg;0i � 0:0473 m/s, hjfi � 0:986 m/s,

z=D � 53:5; d) ``intermediate peak'' (for example,

hjg;0i � 0:226 m/s, hjfi � 2:01 m/s, z=D � 53:5; m), ``core

peak'' (for example, hjg;0i � 3:90 m/s, hjfi � 5:00 m/s,

z=D � 53:5; *), and ``transition'' (for example, hjg;0i �
0:321 m/s, hjfi � 0:986 m/s, z=D � 53:5; .). In addition

to these basic patterns of the phase distribution, ``¯at ''

distribution was observed for hjfi � 5:00 m/s and

hai\15% (for example, hjg;0i� 0:245 m/s, hjfi� 5:00 m/s,

z=D� 53:5; d). Fig. 5 shows maps of phase distribution

patterns observed at z=D� 6:00 and 53.5. The open

Fig. 4. Local void fraction pro®les at z=D � 6:00 and 53.5.
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symbols of circle, triangle, square, reversed triangle, and

diamond in Fig. 5 indicate the wall peak, the transition,

the intermediate peak, the core peak, and the ¯at, re-

spectively, observed in this experiment. The solid symbol

of circle means the wall peak observed at z=D� 2:00 (left

®gure in Fig. 5) or 62.0 (right ®gure in Fig. 5) in the

previous experiment with a di�erent bubble generator

[17]. The solid and broken lines in Fig. 5 are the ¯ow

regime transition boundaries predicted by the model of

Taitel et al. [43] and the phase distribution pattern

transition boundaries, which were developed by Seriza-

wa and Kataoka [42] based on experiments performed

by di�erent researchers with di�erent types of bubble

injections in round tubes (20 mm 6D6 86.4 mm). A

fairly good agreement was obtained between the Seriz-

awa±KataokaÕs map [42] and phase distribution patterns

observed at z=D� 53:5 except for hjfi� 5:00 m/s and

hai< 15%, whereas the Serizawa±KataokaÕs map did not

agree with the observation at z=D� 6:00 well. As will be

discussed later, the e�ect of ¯ow developing and bubble

size on the phase distribution should be taken into ac-

count to establish the map.

For hjfi � 0:491 m/s, a well-developed wall peaking

was observed even at the ®rst measuring station of

z=D � 6:00, where Sauter mean diameter was smaller

than 3.6 mm as shown in the lower ®gure in Fig. 6.

Zun [44] reported that distinctive higher bubble con-

centration at the wall region if the bubble equivalent

sphere diameter appeared in the range of 0.8 and 3.6

mm. He also pointed out that intermediate void pro-

®les occurred at bubble sizes either between 0.6 and 0.8

mm or 3.6 and 5.1 mm and that bubbles smaller than

0.6 mm or larger than 5.1 mm tended to concentrate at

the channel center. For hjfi � 0:491 m/s and hai < 20%

(d, m, n), the bubble coalescence due to the bubble

collision driven by liquid turbulence as well as the

bubble breakup due to turbulent impact might be

unlikely to occur because of a small liquid turbulence

and a relatively large distance between bubbles.

Therefore, the bubble size, which is a key factor to

determine the phase distribution, would mainly be

changed by the pressure reduction along the ¯ow di-

rection. Local void fraction was gradually augmented

along the ¯ow direction by the gas expansion due to

the axial pressure reduction, maintaining the phase

distribution. The peaks, which were approximately lo-

cated at a distance equal to the measured mean

equivalent bubble radius (for example, the peak loca-

tion for 4 mm diameter bubble is r=R � 0:92), were

then shifted toward the tube center as the ¯ow devel-

ops. For hjfi � 0:491 m/s and hai > 20% (.), the

bubble coalescence would be enhanced a little because

of a relatively small distance between bubbles. Rela-

tively large bubbles (hDSmi � 3:63 mm, see Fig. 6)

formed at z=D � 53:5 by the bubble coalescence had a

tendency to migrate toward the channel center [44],

resulting in changing the phase distribution from the

wall peak to the transition.

For hjfi � 0:986 m/s, a transition distribution was

observed at the ®rst measuring station, where Sauter

mean diameter was smaller than 3.6 mm (see Fig. 6). The

wall peaking was pronounced at the third measuring

station of z=D � 53:5 for hai < 20% (d, m, n), where

the Sauter mean diameter was still smaller than 3.6 mm.

On the other hand, the peaking near the center was

enhanced at z=D � 53:5 for hai > 20% (.), where the

Sauter mean diameter was larger than 3.6 mm. As

shown in Fig. 7, cap bubbles were formed in this ¯ow

condition. The ratios of void fraction for cap bubbles to

total void fraction, haCi=hai were 0.241% and 5.42% at

z=D � 6:00 and 53.5, respectively. In such a ¯ow con-

dition, liquid turbulence would mainly contribute to

promotion of collision between bubbles, resulting in

enhanced bubble coalescence, since it might not have

enough energy to disintegrate bubbles. Relatively large

bubbles might move toward the channel center, resulting

in the cap bubble formation around the channel center.

The cap bubbles formed around the channel center

Fig. 5. Maps of phase distribution patterns at z=D � 6:00 and 53.5.
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might not be disintegrated because most of the turbu-

lence kinetic energy was produced and dissipated near

the wall. Thus, the cap bubble formation was attributed

to enhanced void peak around the channel center.

For hjfi � 2:01 m/s, no wall peaking was observed at

z=D � 6:00, although Sauter mean diameter was smaller

than 3.6 mm. However, for hai < 15%, as the ¯ow de-

veloped, the small bubbles moved toward the channel

wall, resulting in the intermediate void distribution at

z=D � 53:5. On the other hand, for hai > 15%, cap

bubbles were formed as shown in Fig. 7. When bubbles

enter the wake region of a leading cap bubble, they will

accelerate and may collide with the leading one [45]. As

can be seen in Figs. 7 and A1, the void fraction of cap

bubbles was gradually increased along the ¯ow direc-

tion. Thus, the core peaking was pronounced along the

¯ow direction.

For hjfi � 5:00 m/s and hai < 15%, not the interme-

diate peak suggested by the Serizawa±KataokaÕs map

but the ¯at void distribution appeared as shown in

Fig. 4. In this ¯ow condition, the void fraction pro®le

was found to be almost ¯at around the channel center

(r=R < 0:6). The reason for this phase distribution might

Fig. 6. Axial development of area averaged interfacial area concentration and Sauter mean diameter.

Fig. 7. Percentage of void fraction in a form of cap

bubble, haCi.
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be due to a strong bubble mixing over the ¯ow channel

by a turbulence ¯uctuation. The probability of bubble

existence around the channel center might be larger than

that near the wall. Local void fraction was gradually

augmented along the ¯ow direction by the gas expansion

due to the axial pressure reduction, maintaining the

phase distribution. For hjfi � 5:00 m/s and hai > 15%, a

core peak was observed at z=D � 6:00. The core peaking

was pronounced along the axial direction and a rela-

tively steep peaking near the channel center was ob-

served in the void distribution. In the ¯ow condition,

violent bubble coalescence and breakup might be ex-

pected to occur due to the strong turbulence ¯uctuation.

Some of large bubbles formed by the coalescence were

transported to the channel center, since a large bubble

(>3:6 mm) tended to migrate toward the channel center

[44]. This led to the enhanced core peaking in the void

distribution.

3.1.2. Sauter mean diameter

Fig. 8 shows the behavior of Sauter mean diameter

pro®les, corresponding to that of void fraction pro®les

in Fig. 4. Fig. 6 (lower ®gures) also shows the axial

development of one-dimensional Sauter mean diam-

eters, hDSmi, obtained by integrating local Sauter mean

diameter over the ¯ow channel. The meanings of the

symbols in Figs. 6 and 8 are found in Table 1. The

Sauter mean diameter pro®le were almost uniform along

the channel radius with some increase in size near the

wall for the ¯ow conditions where no cap bubbles

appeared, namely hjfi � 0:491 m/s (d, m, n, .),

hjfi � 0:986 m/s (d, m, n), hjfi � 2:01 m/s (d, m) and

hjfi � 5:00 m/s (d, m, n). The relatively larger bubbles

near the wall might be due to the highly concentrated

bubbles having a greater probability of bubble coales-

cence. The pro®les were not changed signi®cantly as the

¯ow developed, although the bubble size increased up to

10±20% along the ¯ow direction due to the bubble ex-

pansion (see Fig. 8). On the other hand, the Sauter mean

diameter pro®le had a core peak for the ¯ow conditions

where cap bubbles appeared, namely hjfi � 0:986 m/s

(.), hjfi � 2:01 m/s (n, .) and hjfi � 5:00 m/s (n, ., r, *).

As discussed in Section 3.1.1, some of large bubbles

formed by the coalescence were transported to the

Fig. 8. Local Sauter mean diameter pro®les at z=D � 6:00 and 53.5.
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channel center, since a large bubble (>3:6 mm) tended

to migrate toward the channel center [42,44]. The bubble

breakup around the channel center might not be marked

as compared with the bubble coalescence, because most

of turbulence kinetic energy would be produced and

dissipated near the wall [46]. On the other hand, the

bubble breakup in the vicinity of the wall might be sig-

ni®cant due to the strong shear stress, resulting in small

bubbles. Consequently, both of the void fraction and

bubble size pro®les had the core peaks.

3.1.3. Interfacial area concentration

Fig. 9 shows the behavior of interfacial area con-

centration pro®les, corresponding to that of void frac-

tion pro®les in Fig. 4. Fig. 6 (upper ®gures) also shows

the axial development of one-dimensional interfacial

area concentrations, haii, obtained by integrating local

interfacial area concentration over the ¯ow channel.

The meanings of the symbols in Fig. 9 are found in

Table 1. As expected for bubbly ¯ow, the interfacial

area concentration pro®les were similar to the void

fraction pro®les except for the ¯ow conditions where

cap bubbles appeared. Since the interfacial area con-

centration is directly proportional to the void fraction

and the Sauter mean diameter was almost uniform

along the channel radius, the interfacial area pro®les

displayed the same behavior as their respective void

fraction pro®les. Since the formation of cap bubbles

decreased the interfacial area concentration signi®-

cantly, the interfacial area concentration pro®les were

di�erent from void fraction pro®les. For the ¯ow

conditions, the Sauter mean diameter had the core

peak, resulting in a ¯at pro®le or a concave pro®le of

the interfacial area concentration near the channel

center due to the formation of the cap bubbles. For

hjfi � 0:986 m/s and hai > 20% (.), the peak around

the channel center in the interfacial area concentration

pro®le was diminished along the ¯ow direction, al-

though the core peaking was observed in the void

fraction pro®le. For hjfi � 2:01 m/s and hai > 15%

(n, .), the interfacial area concentration pro®les be-

came almost ¯at around the channel center (r=R < 0:8),

although the core peaking was observed in the void

fraction pro®les. For hjfi � 5:00 m/s and hai > 15%

(n, .), concave distributions near the channel center were

observed in the interfacial area concentration pro®les.

Fig. 9. Local interfacial area concentration pro®les at z=D � 6:00 and 53.5.
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3.1.4. Turbulence intensity

Fig. 10 shows the behavior of turbulence intensity

pro®les, corresponding to that of void fraction pro®les

in Fig. 4. The meanings of the symbols in Fig. 10 are

found in Table 1. In addition to this, the symbol of open

circle means the value measured in a water single-phase

¯ow. Generally, the introduction of bubbles into the

liquid ¯ow will cause more agitated ¯ow than in single-

phase ¯ow turbulence. As Serizawa and Kataoka [46]

pointed out, under certain ¯ow conditions, the two-

phase ¯ow turbulence is reduced locally by bubbles,

when compared with single-phase ¯ow turbulence in-

tensity for the same liquid ¯ow rate. They explained the

enhancement and reduction of two-phase ¯ow turbu-

lence due to the bubble introduction as follows: (1) en-

hanced energy dissipation and turbulence production in

the wall region due to the large gradient of the velocity

¯uctuation and shear stress distribution there, (2) bubble

relative motions which generate additional turbulence,

(3) large velocity ¯uctuation gradient near gas±liquid

interfaces increases turbulence energy dissipation, and

(4) energy dumping e�ects of bubbles at interfaces. As

shown in Fig. 10, the turbulence intensity reduction

phenomena in this experiment was observed locally at

z=D � 53:5 for three ¯ow conditions such as hjfi � 0:986

m/s and hjg;0i � 0:0473 m/s (d; haiz=D�53:5 � 5:12%),

hjfi � 2:01 m/s and hjg;0i � 0:103 m/s (d; haiz=D�53:5 �
5:68%), and hjfi � 5:00 m/s and hjg;0i � 0:245 m/s (d;

haiz=D�53:5 � 5:41%). The similar result was also reported

by Wang et al. [47] for hjfi � 0:94 m/s and hjgi � 0:10

m/s (z=D � 35; D � 57:15 mm). Serizawa and Kataoka

[46] suggested that the turbulence reduction occurred

roughly at liquid velocities higher than approximately 1

m/s. The present experiment would support the Seri-

zawa±KataokaÕs observation. On the other hand, the

turbulence intensity enhancement phenomena was

observed for hai > 5% regardless of the liquid velocity.

For the ¯ow conditions where no cap bubbles ap-

peared, the turbulence intensity were almost uniform

with some increase near the wall. Michiyoshi and

Fig. 10. Local turbulence intensity pro®les at z=D � 6:00 and 53.5.
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Serizawa [48] explained that this peaking in the wall

region which was estimated as Db=R < r=R < 1 would

re¯ect agitating bubble motions due to bubble±wall in-

teractions and also the interactions between bubbles and

large scale liquid eddies. On the other hand, for the ¯ow

conditions where cap bubbles appeared, the turbulence

intensity had the core peak. When large bubbles passed

through the core, the liquid velocity ¯uctuation would

be signi®cant, resulting in large turbulence intensity.

3.1.5. Interfacial and liquid velocities

Figs. 11 and 12 show the behavior of interfacial and

liquid velocities pro®les, corresponding to that of void

fraction pro®les in Fig. 4. The meanings of the symbols

in Figs. 11 and 12 are found in Table 1. Dotted lines in

the ®gures indicate the velocity pro®les for a fully-de-

veloped water single-phase ¯ow. For low liquid veloci-

ties (hjfi6 1 m/s), the introduction of bubbles into the

liquid ¯ow ¯attened the liquid velocity pro®le, with a

relatively steep decrease close to the wall as shown in

Fig. 12. The liquid velocity pro®le approached to that of

developed single-phase ¯ow with the increase of void

fraction. The e�ect of the bubble on the liquid velocity

pro®le was diminishing with increasing gas and

liquid velocities. For high liquid velocities (hjfi1 m/s),

the liquid velocity pro®le came to be the power law

pro®le as the ¯ow developed. The interfacial velocity

had the same tendency of the respective liquid velocity

pro®les as shown in Fig. 11.

3.2. One-dimensional interfacial area transport

In order to develop the one-dimensional interfacial

area transport equation, an accurate data set of the area

averaged ¯ow parameters is indispensable. One-dimen-

sional interfacial area concentration and Sauter mean

diameter are plotted against z/D in Fig. 6. The meanings

of the symbols in Fig. 6 are found in Table 1. For

hjfi � 0:491, 0.986 and 2.01 m/s, and relatively low void

fraction, the area averaged Sauter mean diameter as well

as the area averaged interfacial area concentration

gradually increased along the axial direction, if no cap

or relatively large bubbles were formed. Since relatively

weak interactions between bubbles, and between bub-

bles and eddies might be expected in the ¯ow condition,

the cause for the increase of the interfacial area con-

Fig. 11. Local interfacial velocity pro®les at z=D � 6:00 and 53.5.

1882 T. Hibiki et al. / International Journal of Heat and Mass Transfer 44 (2001) 1869±1888



centration and the Sauter mean diameter might be the

gas expansion due to the pressure reduction along the

¯ow direction. For hjfi � 0:986 and 2.01 m/s, and rela-

tively high void fraction, the increase rate in the inter-

facial area concentration was decreased or the decrease

in the interfacial area concentration along the axial di-

rection was observed, if cap or relatively large bubbles

were formed. For hjfi � 5:00 m/s and relatively low void

fraction (d, m), a strong liquid turbulence might pro-

mote the bubble coalescence rather than the bubble

breakup, resulting in axial decrease of the interfacial

area concentration as well as axial increase in the Sauter

mean diameter, whereas for hjfi � 5:00 m/s and rela-

tively high void fraction (n, ., r, *), the dominant

mechanism on the interfacial area transport would be

likely to change from the bubble coalescence to the

bubble breakup, resulting in axial increase in the inter-

facial area concentration and axial decrease in the

Sauter mean diameter.

Since the bubble expansion due to the pressure

reduction can be thought of as the source term of the

interfacial area transport, the e�ect of the bubble co-

alescence and breakup on the interfacial area transport

should be extracted to understand the mechanism of the

interfacial area transport due to the bubble coalescence

and breakup as follows. Ishii et al. [49] derived the one-

dimensional and one-group interfacial area transport

equation taking the gas expansion along the ¯ow di-

rection into account as
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where w is the factor depending on the shape of a bubble

(1/36p for a spherical bubble) and Sj, and Sph denote the

average local bubble velocity weighted by the bubble

number, the source or sink terms in the interfacial area

Fig. 12. Local liquid velocity pro®les at z=D � 6:00 and 53.5.
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concentration, respectively. The brackets of hi, hhiia and

hhiimean the area averaged quantity, the interfacial area

concentration weighted cross-sectional area averaged

quantity, and the void fraction weighted cross-sectional

area averaged quantity, respectively. Eq. (3) can be

simpli®ed as follows on the assumptions of (i) no phase

change, (ii) steady ¯ow, and (iii) equilibrium of bubble

coalescence and breakup rates.

ai;eq


 � � P0

P

� �2=3

ai;0


 �
; �4�

where ai;eq; ai;0; P , and P0 denote the local interfacial area

concentration under the conditions of no phase change

and equilibrium of bubble coalescence and breakup

rates, the inlet interfacial area concentration, the local

pressure, and the inlet pressure, respectively. The ratio

of area averaged interfacial area concentration, haii, to

hai;eqi, n�� haii=hai;eqi� represents the net change in the

interfacial area concentration due to the bubble co-

alescence and breakup. n > 1 or n < 1 implies that the

bubble breakup or coalescence is dominant, respectively.

It should be noted here that n becomes identical to a

bubble number density ratio, if further assumptions such

as (iv) a spherical bubble and (v) a uniform bubble

distribution are made.
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The changes in the interfacial area concentration due

to the bubble coalescence and breakup, n, are plotted

against z/D in Fig. 13. The meanings of the symbols in

Fig. 13 are found in Table 1. It should be noted in

Fig. 13 that the interfacial area concentration and the

pressure at z=D � 6:00 were taken as hai;0i and P0, re-

spectively, and measured P were used in the calculation

of n. For hjfi � 0:491 m/s, the bubble coalescence and

breakup seemed to be insigni®cant for the interfacial

area transport, whereas the bubble expansion would be

dominant term for the interfacial area transport. For

hjfi � 0:986 and 2.01 m/s, the bubble coalescence was

dominant for the interfacial area transport. For

hjfi � 5:00 m/s, the dominant mechanism of the inter-

facial area transport was strongly dependent on the void

fraction. The mechanism of the interfacial area trans-

port appeared to change from the bubble coalescence to

the bubble breakup at hai � 20%.

The interfacial area transport mechanism in a bubbly

¯ow system can be roughly classi®ed into three basic

mechanisms, namely bubble coalescence due to the col-

lision between bubbles and the bubble expansion for the

sink terms, and the bubble breakup due to the collision

between a bubble and a turbulence eddy for the source

term [34]. The bubble coalescence would be governed by

the collision frequency between bubbles, and the bubble

coalescence e�ciency. The collision frequency between

bubbles would be modeled by taking account of the

bubble velocity induced by the liquid turbulence, the

void fraction, the bubble diameter, and so on, whereas

the bubble coalescence e�ciency might be modeled by

taking account of the bubble contact time for two

bubbles and the time required for coalescence of bub-

bles. On the other hand, the bubble breakup would be

governed by the collision frequency between bubbles

and eddies, and the bubble breakup e�ciency. The col-

lision frequency between bubbles and eddies would be

modeled by taking account of the relative velocity be-

tween bubbles and eddies, the void fraction, the eddy

Fig. 13. Interfacial area transport due to bubble coalescence and breakup along ¯ow direction.

1884 T. Hibiki et al. / International Journal of Heat and Mass Transfer 44 (2001) 1869±1888



fraction, the bubble diameter, and so on, whereas the

bubble breakup e�ciency might be modeled by the eddy

energy and the energy required for bubble breakup.

The change in the interfacial area concentration due

to the bubble coalescence and breakup between

z=D � 6:00 and 53.5 are plotted against a volumetric

¯ow rate quality, b�� hjg;0i=�hjg;0i � hjfi�� (/ha0i), in

Fig. 14. For hjfi � 0:491 m/s, the weak interactions of

bubble-bubble and bubble-eddy due to small liquid

turbulence and bubble mixing length would cause n � 1.

For hjfi � 0:986 and 2.01 m/s, the increase in the liquid

velocity would promote the frequency of the collision

between bubbles as well as that of between bubbles and

eddies but the liquid turbulence might not be large

enough to breakup the bubble. Consequently, the bub-

ble coalescence seemed to be dominant for the interfacial

area transport. On the other hand, for hjfi � 5:00 m/s,

the bubble breakup rates were increased with the void

fraction, since the increase in void fraction would de-

crease not only the distance between the bubble and the

turbulent eddy, namely the collision frequency between

bubbles and eddies, but also the liquid velocity, namely

the liquid turbulence.

4. Conclusions

In relation to the development of the interfacial area

transport equation, local measurements of the void

fraction, interfacial area concentration, interfacial gas

velocity, and Sauter mean diameter using the double

sensor probe method as well as the liquid velocity and

turbulence intensity using hot®lm anemometry were

performed extensively for the bubbly ¯ows including

the ®nely dispersed bubbly ¯ow as well as the bubbly-

to-slug transition ¯ow at three axial locations of

z=D � 6:00, 30.3, and 53.5 as well as 15 radial locations.

The liquid ¯ow rate and the void fraction ranged from

0.491 to 5.00 m/s and from 5% to 45%, respectively. The

mechanisms on the radial pro®les of local ¯ow param-

eters and their axial developments were discussed. The

one-dimensional interfacial area transport due to the

bubble coalescence and break up was displayed as a

function of the volumetric ¯ow quality. For hjfi � 0:491

m/s, the rate of the bubble coalescence and break up

seemed to be in the equilibrium state. For hjfi � 0:986

and 2.01 m/s, the bubble coalescence rate was higher

than the bubble break up rate. For hjfi � 5:00 m/s, the

dominant interfacial area transport phenomena chan-

ged from the bubble coalescence to the bubble break up

as the void fraction increased. The mechanism of the

interfacial area transport was likely to depend on the

bubble mixing length, turbulence intensity, void frac-

tion and so on.

The data set obtained in this study are expected to be

used for the development of reliable constitutive rela-

tions such as the interfacial area transport equation,

which re¯ect the true transfer mechanisms in two-phase

¯ow.
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Appendix A

Even in the ¯ow region where cap bubbles appeared,

the double sensor probe could be used to measure local

measurements of void fraction, interfacial area concen-

tration, and interfacial velocity for small bubbles as well

as local measurements of void fraction for cap bubbles.

On the other hand, the multi-sensor probe should be

used to measure local interfacial area concentration of

Fig. 14. Dependence of interfacial area transport due to bubble

coalescence and breakup on volumetric ¯ow quality.
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cap bubbles instead of the double sensor probe.

Although the multi-sensor probe method has been de-

veloped [10,13,18,30], a rigorous data base has not been

available so far. Since the multi-sensor probe was not

available in the present experiment, the one-dimensional

interfacial area concentration of cap bubbles was ap-

proximately estimated here by the signals from the

double sensor probe as follows.

According to Clift et al. [39], the shape of cap bubbles

could be closely approximated as a segment of a sphere.

For Re > 150, the rear or base of the cap bubble was

quite ¯at, though sometimes irregular, and the wake

angle of the rising cap bubble in a stagnant ¯uid was

nearly 50°. Recently, it was reported that the wake angle

of the rising cap bubble in a forced convective ¯uid in a

round tube was about 90° [50]. Here, the shape of the

cap bubble was approximated as a semi-sphere. The cap

bubble generally rose faster than a spherical/distorted

bubble. However, as the liquid velocity increased, the

rise velocity di�erence between them would come to be

negligible. Thus, the rise velocity of the cap bubble was

taken to be the same as the total gas velocity. The error

due to this assumption would be estimated by the drift

¯ux model [51] to be less than 10% for hjfi � 2 m/s,

Fig. A1. Axial development of area averaged void fraction, interfacial area concentration and Sauter mean diameter of small bubbles

and cap bubbles.
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hai � 0:25, and hVgj;Ci ÿ hVgj;Bi � 0:30 m/s by conserva-

tive estimates. Here, hVgj;Ci and hVgj;Bi mean the drift

velocities of cap and small bubbles, respectively. The

one-dimensional interfacial area concentration of cap

bubbles, hai;Ci, could be estimated by the following

equation with measured super®cial gas velocity, hjgi,
void fraction of cap bubble, haCi, and number of cap

bubbles passing the probe per unit time, Nb;C.

ai;C


 � � 6:24 aCh i Nb;C

jg


 �
D2

 !1=3

; �A:1�

where D is the tube diameter. Sauter mean diameter,

DSm;k was calculated by the following relation:

DSm;k


 � � 6 akh i
ai;k


 � : �A:2�

Fig. A1 shows the axial change of one-dimensional ¯ow

parameters such as void fraction, interfacial area con-

centration, and Sauter mean diameter of small and cap

bubbles. Flow parameters except hai;Ci and hDSm;Ci were

measured directly by the double sensor probe method.

Although total void fraction increased along the ¯ow

direction due to the pressure reduction, the increase rate

in the void fraction of small bubbles, haBi, was dimin-

ished by forming cap bubbles. Void fractions of cap

bubbles, haCi, were increased monotonically along the

axial direction due to the bubble coalescence except for

hjfi � 5:00 m/s. For hjfi � 5:00 m/s, the formation and

disintegration of cap bubbles appeared to be in an

equilibrium state, resulting in insigni®cant axial change

of haCi between z=D � 30:3 and 53.5. Since the inter-

facial area concentration was directly proportional to

the area-averaged void fraction, the interfacial area

changes along the ¯ow direction displayed the same

behavior as their respective void fraction changes for

constant Sauter mean diameters. It should be noted here

that the percentage of hai;Ci to haii was less than about

3% even for haCi=hai � 40%. This suggested that total

interfacial area concentration was mainly attributed to

small bubbles in the present ¯ow conditions. Therefore,

the estimation error of hai;Ci by Eq. (A.1) did not a�ect

the accuracy of haii in the ¯ow conditions signi®cantly.
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